
Probability Theory - Part 24

Definition: Let            be a stochastic process with or

discrete-time continuous-time

We call            Markov process or Markov chain if

for all

and we have:

for discrete-time Markov chain:

depends only on

time time

transition probability
from   to   at time

If              does not depend on   , then we say:

the Markov chain is time-homogeneous

Example: toss a coin again and again until two successive heads occur

discrete time two successive heads
in the first   tosses

no two successive heads
in the first   tosses
and   th toss is "tails"

no two successive heads
in the first   tosses
and   th toss is "heads"

H T

transition matrix

Here:

Start the game with
one time-step

one time-step

(vector-matrix-multiplication)

Law of total probability


