BECOME A MEMBER

ON STEADY
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The Bright Side of ,@\
Mathematics
Probability Theory — Part 24
Definifion:  Let (X,D be a stochastic process with T = 7Z or T< R
teT —~N— N
discrete=time  optinuous—time
We call (Xt)eeT Markov process or Markov chain if
for all neN, £, t,, _,,/th/’ceT’ t,<t,<--<t,< t,
and Xe 1 Xy yooos Xo /X € R, we have:
n)(x.b:x | Xt1:X1,th: 'L""’ th:Xh>
— P(Xt: X | th: Xh>
Yy
for discrete—time Markov chain: @ /@
depends only on X, , X, t,
Py (ki) = P(Xe=y | X, = x)
( Transition probability @/—N
from x fo v at time k
Y fime =k fime = k+4
1f f’x,y(k,l\ﬂl) does not depend on k, then we say:
the Markov chain is fime—homogeneous
Example: toss a coin again and again until Two successive heads occur
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no two successive heads two successive heads

in the first n tosses in tThe first h tosses
and Nth toss is "tails*

no Two successive heads
in the first n tosses
FM and Nth toss is *heads"
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Transition matrix Pro Po Pae
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Here: /P = 1
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0 one time—step y /N
Start the game with cl = (1,0,0) —— 51
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one time—step
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2 PP (Vector—matrix—multiplication)
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